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Abstract

In this paper, a new algorithm to construct a multi-
template dictionary for character recognition is presented.
It is a repetitive process of partitioning and estimating the
distribution by observing both within-class distribution and
between-class information. The effectiveness of the algo-
rithm is shown by experimental results.

1. Introduction

A new algorithm to construct a multi-template dictionary
for accurate and efficient recognition of handwritten Chi-
nese and Japanese characters is proposed. The traditional
multi-templates are constructed by partitioning the samples
of a category into some fixed number of subclasses. The
proposed algorithm will find an optimal number of tem-
plates for each category, since it is based on finding tem-
plates to be necessary to partition.

The Improved Directional Element Feature[7] with 196
dimensions is used to be the feature vector. As a classifier,
the Euclidean distance is used.

2. Construction of a multi-template dictionary

Sample patterns, which are calledtraining patterns, are
prepared for each category. Assume that the distribution of
training patterns of categoryk is regarded as mixture nor-
mal distribution ofN (k) classes. At first,N (k) = 1 for
all k. By repeating the following two procedures, multi-
template dictionary is constructed.

• Increase the number of classes of the category selected
by partition conditions.

• Re-estimate the distribution of the selected category to
get more reliable parameters.
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Figure 1. A feature region.

The partition conditions and estimation method are de-
scribed in the following subsections.

2.1. Partition conditions

Feature regions of categoryk are the regions where vec-
tors of categoryk distribute[1]. Letµk

i be theith mean
vector of categoryk andΣk

i be the covariance matrix. Let
λk

it andφk
it be the eigenvalue and the unit eigenvector oftth

principal component ofΣk
i , respectively. Theith feature re-

gion of categoryk in theL-dimensional affine subspace[4]
is defined as,
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whereα = 3.3. An example is shown in Fig. 1. Becauseλk

it

becomes small rapidly as the valuet increases, small value
L is used instead of the total number of dimensionsn.

Let N (k) be the number of classes of categoryk. The
region of categoryk should be partitioned finer if the fol-
lowing two partition conditions are satisfied.
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N (k) < M. (3)
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Figure 2. Condition for partition.

Here,dE(x1, x2) is the Euclidean distance betweenx1 and
x2. In Expression (2),µk

i +α
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i −α
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correspond to the ends of the region along with thetth axis
of the ith feature region of categoryk. α

√
λk

it on the right
side of Expression (2) is the distance between one of these
points andµk

i . Expression (2) means thatµl
j is nearer to

one of these ends that belongs tok thanµk
i . In Expression

(3), M is a constant to limit the number of classes of one
category.

An example is shown in Fig. 2. In Fig. 2(a),dk =
α
√

λk
11 anddl = dE(µk
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11, µ

l
1). A vectorx

that exists at the end of the region of categoryk is recog-
nized as in categoryl, becausedl is smaller thandk. In this
case, if categoryk is partitioned into two feature regions
as shown in Fig. 2(b),dk becomes smaller thandl. That
means, after increasing the number of classes of categoryk,
the vectorx can be correctly assigned to categoryk.

2.2. Estimate of distribution

Assume that the distribution of categoryk is described as
the following mixture normal distribution ofN (k) classes.

pk(x) =
N (k)∑
i=1

bk
i pk

i (x), (4)

wherebk
i is the mixing parameter andpk

i (x) is the compo-
nent density function that is normalN(µk

i , Σk
i ).

If axis t of regioni of categoryk satisfies the partition
conditions (2) and (3), the number ofN (k) is increased.
Then the parameters of each class of categoryk are re-
estimated by the maximum likelihood estimate[2]. For ini-
tial centroids for maximum likelihood estimate,µk

i ± εφk
it

andµk
j (j �= i) are used, whereε is a small constant value.

For the component density function,
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is commonly used. Here,dM (x, µk
i ) is the Mahalanobis

distance betweenx andµk
i . However, because there are

not enough training samples comparing with the number
of dimensions, the covariance matrix cannot be estimated

accurately. Therefore, the calculated Mahalanobis dis-
tance is unreliable. For this reason,Simplified Mahalanobis
distance[6], or SMD, is used instead of the Mahalanobis
distance. The term(2π)n/2|Σk

i |1/2 is considered as con-
stant. SMD replacesλit (t > L) of the Mahalanobis dis-
tance with the mean value ofλit (t = L + 1, ..., n), and it
is given as,
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where
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n − L
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t=L+1

λk
it. (7)

SMD has the same statistical properties as the Mahalanobis
distance, and the effectiveness has been shown[6]. Replac-
ing the Mahalanobis distance by SMD,

p̃k
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, (8)

is used as the estimated component density function. Here,
C is a constant.dS(x, µk

i ) is the SMD betweenx andµk
i .

2.3. Algorithm for constructing a dictionary

The outline of the algorithm is as following. First, fea-
ture vectors are extracted from training patterns prepared for
each category. Next, with these training patterns, the feature
region of each category is estimated. Among the regions
that satisfy (2) and (3), the one with largestλk

it (1 ≤ t ≤ L)
is selected, and the parameters of distribution of the selected
category is re-estimated using the maximum likelihood es-
timate. This process is repeated until no category satisfies
(2) and (3). Finally, each mean vectorµk

i is used to be the
ith template of categoryk. The final set of templates is
considered to be the dictionary. According to preliminary
experimental results,L = 5 is chosen, because the value
λk

it is found to be very small ift is larger than five.
Fig. 3 shows an example. If the first principal compo-

nent of regionRk
1 is selected, initial centroids are set as

µk
1 ± εφk

11 as shown in Fig. 3(a). Then the distributions
are estimated as two-class normal. The result is shown in
Fig. 3(b). Continuously, if the first principal component
of Rk

2 , and if the second principal component of newRk
2

are selected in turn, final feature regions are displayed in
Fig. 3(d).

3. Experiments

In this section, experimental results of character recog-
nition using the dictionary constructed by the proposed al-
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Figure 3. Initial centroids.

gorithm are shown. In our study, objects of experiments are
handwritten Chinese and Japanese characters. The first 100
kinds of Chinese and Japanese characters in the database
ETL9B[5] are used for experiments. For each category,
200 samples are prepared. The first 20 samples are used
as test patterns and the other 180 samples are used as train-
ing patterns. A dictionary is constructed by the algorithm
described in Section 2.M in Expression (3) varies several
values.

For comparison, experiments using another dictionary
with fixed number (M ) of classes for each category are car-
ried out. This method is called traditional method. In this
case, LBG algorithm[3] is used to partition the samples in
each category.

Experimental results are shown in Fig. 4. Horizontal axis
shows the number of templates per category, and vertical
axis shows error rate. The value ofM is also indicated in
the figure. These results show that low error rate is achieved
with a small size dictionary constructed by the proposed al-
gorithm. For example, in the case of the proposed method
with the average number of templates about three (M = 5),
the error rate is smaller than the traditional method when
the number of templates is four.

4. Conclusions

A new algorithm to construct a multi-template dictionary
for accurate and efficient recognition of handwritten Chi-
nese and Japanese characters is proposed. The proposed al-
gorithm is a repetitive process of partitioning and estimating
the distribution by observing both within-class distribution
and between-class information. With this algorithm, only
the number of templates of those categories determined to
need much more templates is increased. As a result, the op-
timal number of templates for each category are prepared
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Figure 4. Experimental results.

in the dictionary. For estimating distributions of samples
with the maximum likelihood estimate, SMD is used in the
component density function instead of the Mahalanobis dis-
tance. The experimental results have shown that by consid-
ering distributions of samples, the criterion becomes much
more reliable even in the case of definite training samples.

The effectiveness of the algorithm has been affirmed by
experiments using Chinese and Japanese handwritten char-
acter database. The results have shown that low error rate is
achieved with the small size dictionary constructed by the
proposed algorithm. This means, suitable number of tem-
plates for each category can be estimated by the proposed
algorithm.

This algorithm can be easily applied for recognition of
digits, alphabets, and all kinds of Chinese and Japanese
characters. To show the effectiveness for such characters
is the future problem.
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