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Abstract

For many pattern recognition methods, high recognition
accuracy is obtained at very high expense of computational
cost. In this paper, a new algorithm that reduces the com-
putational cost for calculating discriminant function is pro-
posed. This algorithm consists of two stages which are fea-
ture vector division and dimensional reduction. The pro-
cessing of feature division is based on characteristic of co-
variance matrix. The dimensional reduction in the second
stage is done by an approximation of the Mahalanobis dis-
tance. Compared with the well-known dimensional reduc-
tion method of K-L expansion, experimental results show
the proposed algorithm not only reduces the computational
cost but also improves the recognition accuracy.

1. Introduction

For many pattern recognition methods, usually high
recognition accuracy is obtained at very high expense of
computational cost. How to reduce the computational cost
but keeping the high accuracy is a concerned problem. In
the cases that high dimensional feature vectors are used, for
example Chinese and Japanese character recognition, this
problem is extremely serious.

Research in handwritten Chinese and Japanese charac-
ter recognition has matured significantly [2, 3, 10]. Wak-
abayashi et al. obtain the high recognition rate by us-
ing weighted direction code histogram and compression of
higher dimensional features [10]. Kato et al. have developed

a handwritten character recognition system using improved
directional element feature and asymmetric Mahalanobis
distance [3]. These methods have obtained very high ac-
curacy, however, the dimensionality of feature vectors are
very large. The dimensionality of weighted direction code
histogram is 392. The improved directional element fea-
ture has 196 dimensions. Some features have much more
dimensions, for example, the extended peripheral direction
contributivity [1, 7] has 1536 dimensions. In addition, be-
cause the number of kinds of Chinese and Japanese char-
acters is extremely large, reducing the computational cost
is an important problem. Of course, this problem is un-
doubtedly thought to be a common problem of most pattern
recognition research, in this paper, as an example, Chinese
and Japanese character recognition is considered.

Although computational cost reduction is the aim of this
research, it does not mean that the recognition accuracy
is not important. For precise pattern recognition system,
effective discriminant function is a very important factor.
Some research has shown the Mahalanobis distance gives
good performance on pattern recognition. The Mahalanobis
distance is derived by a probability density function of mul-
tivariate normal distribution. It is considered as an appro-
priate function if the distribution of samples is multivari-
ate normal and there are enough sample patterns. However,
compared with the dimensionality, the training samples are
always not enough. For this reason, covariance matrix usu-
ally cannot be estimated accurately. Furthermore, there are
other disadvantages of the Mahalanobis distance such as the
computation time will reachO(n2) for n-dimensional fea-
ture vectors.



Considering the advantages and disadvantages of the
Mahalanobis distance, based on two kinds of approxima-
tions of the Mahalanobis distance, in this paper, a new
recognition algorithm that reduces the computational cost
for calculating discriminant function is proposed. This al-
gorithm consists of two stages which are feature vector di-
vision and dimensional reduction. The first stage of feature
division is based on the characteristic of covariance matrix.
The second stage is done by regarding the values of small
eigenvalues as a constant.

There are some existing methods for reducing computa-
tional cost. One of the well-known dimensional reduction
methods is the Karhunen-Lo`eve (K-L) expansion [4]. Com-
pared with the K-L expansion, experimental results show
the proposed algorithm not only reduces the computational
cost but also improves the recognition accuracy.

2. Two-stage computational cost reduction

2.1. Feature vector

The improved directional element feature [3] is used as
the feature vector in this paper. The effectiveness of this fea-
ture has been shown with ETL9B [6], which is the largest
handwritten character database in Japan. The improved di-
rectional element feature is calculated as follows.

First an input image is normalized to64×64 dots, and the
contour of the image is extracted. Next, orientation, which
is one of vertical, horizontal, and two oblique lines slanted
at ±45◦, is assigned for each pixel. Then the image is di-
vided into 49 sub-areas of16×16 dots where each sub-area
overlaps eight dots with the adjacent sub-area. For each
sub-area, a four-dimensional vector is defined to represent
the quantities of the four orientations. Thus the total vector
for one character has 196 (= 4 × 49) dimensions.

2.2. Feature vector division

The first stage of reduction is done by dividing feature
vector. Here, the Mahalanobis distance is considered. Sup-
pose the feature vector ben-dimensional vector. In the case
of the improved directional element feature,n = 196. µ
andΣ denote mean vector andn × n covariance matrix.
The squared Mahalanobis distance of vectorx is defined as

d2(x) = (x − µ)tΣ−1(x − µ). (1)

Here, to avoid the bad influence caused by limited samples,
regularization term is added to the sample covariance matrix
[5]. In other words,Σ = Σ̂ + αI is used. Here,̂Σ is the
sample covariance matrix,I is an identity matrix andα is a
small positive constant.

(a) Original (b) M = 2 (c) M = 4 (d) M = 7

Figure 1. Original and exchanged covariance
matrices.

Suppose the covariance matrix is a block diagonal matrix
that consists ofM numbers ofK × K matrices (n = M ×
K), while the other components are zero. In other words,

Σ =




Σ1 0
Σ2

. . .
0 ΣM


 , (2)

whereΣ1, Σ2, ...,ΣM areK × K square matrices and the
other components are zero. In this case, Eq.(1) can be writ-
ten as

d2(x) =
M∑
i=1

(xi − µi)
tΣ−1

i (xi − µi), (3)

wherexi andµi areK-dimensional vectors constructed by
(K(i − 1) + 1)th∼ (Ki)th components ofx andµ.

However, generally the covariance matrix is quite differ-
ent from the block diagonal matrix denoted as Eq.(2). Ob-
viously, if the values of non-diagonal components are not
zero, they will cause negative effect. In order to make the
covariance matrix closer to the block diagonal matrix, the
components of the covariance matrix are exchanged by us-
ing a component exchange algorithm [9].

Fig.1 shows an example of applying the exchange al-
gorithm. For the first 100 kinds of character images in
the database ETL9B, the covariance matrix of each kind of
character is calculated from the feature vectors. Then, the
mean covariance matrixΣ0 is computed. Fig.1(a) shows
the 196 × 196 covariance matrixΣ0. The depth of black
shows the absolute value of element. Fig.1(b)∼(d) show
the results of exchanged covariance matrices in the cases of
M = 2, 4, 7. Squares drawn by solid lines show the non-
zero component areas. These results clearly show that the
exchange algorithm changes the original covariance matrix
closer to the block diagonal matrix of Eq.(2).

The order of elements of every reference vector is de-
cided by the result of applying the component exchange
algorithm. For an unknown input character, the order of
elements of its feature vector is changed according to the
order of each reference vector.n-dimensional feature vec-
tor is partitioned intoM numbers ofK-dimensional vec-
tors. The elements of theith K-dimensional vector are



K(i − 1) + 1 ∼ Ki (i = 1, ...,M ). Then Eq.(3) is ap-
plied for classification.

By this stage’s processing, recognition can be realized
with less computational cost. Because the proposed method
partitions 196-dimensional feature vector into several small
number dimensional vectors, the ratio of the number of
training samples to the dimensionality becomes larger. As a
result, the estimated covariance matrix becomes much more
reliable. Moreover, the computational time is reduced in-
verse proportion with the division number.

2.3. Dimensional reduction

The second stage of reduction is done by regarding the
values of small eigenvalues as a constant. Eq.(3) can be
written as follows.

d2(x) =
M∑
i=1

d2
i (xi), (4)

where

d2
i (xi) = (xi − µi)

tΣ−1
i (xi − µi)

=
K∑

j=1

((xi − µi)tφij)2

λij
. (5)

λij andφij are thejth eigenvalue and eigenvector ofΣi.
Replacing the value ofλij(j > L) with the mean value of
λij (j = L + 1, ...,K), approximation of Eq.(5) is calcu-
lated [8].

In the case of using high dimensional feature vectors,
comparing with the dimensionality, the training samples are
always not enough, hence the covariance matrix usually
cannot be estimated accurately. Especially, the terms that
correspond to the smaller eigenvalues in Eq.(5) will include
much more errors. For this reason, the mean value ofλij

(j = L+1, ..., n) is used instead ofλij (t > L). Moreover,
this processing can reduce the computational time toL/K
of computing the original Mahalanobis distance.

3. Experiments

3.1. Performance of the proposed method

In order to confirm the effectiveness of the proposed
method, experiments are carried out using the first 100
kinds of characters in the database ETL9B. There are 200
sets of image samples. The first 20 sets are used as evalu-
ation samples, while the other 180 sets are used as training
samples. First, experiments are carried out to exam the ef-
fect of the first stage processing. Three kinds of division
numbers that areM = 2, 4, 7 are used for dividing the 196-
dimensional feature vector. The second kind of experiments

combines the two stages. Recognition accuracy and pro-
cessing time are shown in Table 1. The case ofM = 1 is the
result of using the original Mahalanobis distance (Eq.(1)).

The results of the first stage have shown that as the num-
ber of divisions becomes larger, the processing time be-
comes less rapidly. However, recognition accuracy also de-
creases a little. The reason is that with the number of divi-
sions becoming larger, more components that are not near
the diagonal of covariance matrix are ignored and useful in-
formation is lost. On the other hand, as shown with the re-
sults of two stages, the processing time is extremely short.
The highest recognition accuracy 99.30% is obtained with
M = 2. This is even better than the result of the original
Mahalanobis distance. The reasons are considered as fol-
lows. Since the proposed method partitions the original fea-
ture vector into several small number of dimensional vec-
tors, compared with the dimensionality of divided vector,
the number of training samples relatively becomes larger.
Accordingly, the covariance matrices calculated by the pro-
posed method in the first stage are more precise than the
matrix computed by the original method. Furthermore, in
the second stage, only comparatively precise eigenvalues
are adopted, the bad influence caused by errors included in
smaller eigenvalues are avoided.

However, the approximation of the Mahalanobis dis-
tance in the first stage is only valid if many pairs of com-
ponents of feature vector have little correlations. The pro-
posed method needs to be tested whether it functions prop-
erly with other kinds of features.

3.2. Comparison with conventional method

There are some conventional methods for reducing com-
putational cost. One of the well-known dimensional reduc-
tion methods is the K-L expansion. In order to confirm the
effect of the proposed method, experiments for comparing
with the K-L expansion are carried out. For the K-L ex-
pansion, 180 training samples are used to calculate the co-
variance matrix of each kind of character. Then, the mean
covariance matrix is computed. The eigenvectors of this co-
variance matrix that corresponds toP large eigenvalues are
used as the axes of new subspace.

Fig.2 shows the results of recognition accuracy and com-
putation time per character using variousP . The result of
the proposed method that achieves the highest recognition
accuracy (M = 2) is also displayed. The recognition accu-
racy of the K-L expansion is very low in the case of using
the same processing time of the proposed method. For the
K-L expansion, the highest recognition accuracy of 99.25%
is obtained in the case ofP = 165. Although the com-
putational time is eight times longer than the proposed al-
gorithm, it does not exceed the best result of the proposed
method.



Table 1. Results.
Number of divisions M 1 2 4 7

First stage
Recognition accuracy (%) 99.15 99.10 98.95 98.95
Time (sec/character) 0.169 0.083 0.040 0.027

Two stages
Recognition accuracy (%) 99.15 99.30 99.05 98.95
Time (sec/character) 0.021 0.021 0.020 0.022

4. Conclusions

For many pattern recognition methods, high recognition
accuracy is obtained at very high expense of computational
cost. How to reduce the computational cost but keeping
the high accuracy is a concerned problem. In the cases that
high dimensional feature vectors are used, for example Chi-
nese and Japanese character recognition, this problem is ex-
tremely serious.

In this paper, a new recognition algorithm that reduces
the computational cost for calculating discriminant function
was proposed. This algorithm consists of two stages which
are feature vector division and dimensional reduction. The
processing of feature division is based on the characteristic
of covariance matrix. The dimensional reduction in the sec-
ond stage is done by an approximation of the Mahalanobis
distance.

The effectiveness of the proposed algorithm was con-
firmed by the feature vectors extracted from character im-
ages. The experimental results have clarified that the pro-
posed algorithm not only reduces the computational cost
but also improves the recognition accuracy. Moreover, the
comparison experiments have shown the results of proposed
method exceed the results of the K-L expansion.

Computational cost reduction is undoubtedly thought to
be a common problem of most pattern recognition research.
The focus of this paper is Chinese and Japanese character
recognition. The algorithm proposed here can be used in
any cases of limited training samples. To investigate the
effectiveness of this algorithm in other pattern recognition
problems using other kinds of feature vectors is a future
work.
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