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A Noise-Adaptive Discriminant Function and Its Application to shapes of images will change according to noise. For these reasons,
Blurred Machine-Printed Kanji Recognition blurring is a serious problem in recognizing noisy Chinese characters.
In this paper, as a practical application of the Adaptive Mahalanobis
Shin’ichiro OmachiMember, |EEE, Fang Sun, and Hirotomo Aso, distance, it is adopted to recognize blurred Kanji (Chinese characters
Member, |IEEE used in Japan) images. With the experimental results, it is shown that
the new discriminant function is extremely effective for blurred charac-
ter recognition, and also has satisfactory performance on clean pattern

Abstract—Accurate recognition of blurred images is a practical but hitherto mostly recognition. All the results indicate that the proposed method supple-
overlooked problem. In this paper, we quantify the level of noise in blurred images and ments the existing statistical methods
propose a new modification of discriminant functions that adaps to the level of noise. 9 '

Experimental results indicate that the proposed method actually enhances the existing
statistical methods, and has impressive ability to recognize blurred image patterns.

Keywords—discriminant function, Mahalanobis distance, Bayes classifier, distribu- Some methods for recognizing poor quality characters have been

Il. RELATED WORK

tion of feature vectors, noise, blurred character recognition proposed. Hobby et al. [10] have developed a method to enhance de-
graded document images by finding and averaging bitmaps of the same
I. INTRODUCTION kind of symbols. It improves the display appearance and recognition

o . o _accuracy. Chou et al. have proposed a flexible matching method be-
Significant achievements are made by statistical pattern recognitigR.ap, template images and unknown character images [11]. A vector
methods considering distribution of sample patterns in feature spagggy cajlled character deformation field, is used to represent deforma-
[1], [2], [3] In most conventional pattern recognition methods, the firglh, ' Rodiguez et al. have exploited a two-stage classifier [12]. First,
step is extracting features from objects. These features are always£¥iti-font classifier is applied. Then, a specialized classifier rerec-
pressedlln thg form of feature vectors. Thgn, the distribution pf featygnizes the ambiguous patterns using the patterns whose certainty of
vectors is estimated for each category. Finally, an unknown input pafrect classification is high.
tern is assigned to the category with the maximum probability. Wwith the widespread use of digital cameras, some studies on recog-

Usually different types of noise may be present and no one can piging poor quality characters that exist in the images taken by digital
dict what kind of noise an unknown input pattern will carry. Becausggmeras have been done [13], [14], [15]. Sawa et al. use the Gaus-
noise may change the appearance of a pattern, the feature vectorsgy | aplacian filter to emphasize images [13]. Then segmentation
tracted from a noisy image will be very different from that from a cleagng recognition of characters are accomplished with dynamic program-
image. If the distribution is estimated with only noiseless samplqﬁmg_ The moving subtraction method has been proposed by Kosai et
whereas the unknown input pattern is noisy, the recognition resultggs [14]. It uses plural images by swinging a camera vertically and
often unsatisfactory. On the other hand, if the distribution is estimatﬁgrizonta”y, to supplement the bad influence caused by the lowness of
with noisy samples, there is no guarantee that the type of noise ofi@go|ution. The method developed by Sawaki et al. prepares a multiple-
unknown input pattern is included in the training samples. For theggtionary to deal with the images under any conditions [15]. The envi-
reasons, selecting training samples is not the most essential elemepgffental condition of an image is estimated, and a relevant dictionary
constructing a dictionary for recognizing both clean and noisy patterrﬂgﬂecting the condition is used for recognition.

For noisy pattern recognition, many regularization methods of dis- All these methods focus on how to construct an optimal reference
criminant functions are proposed. These are done by adding a reguiaittern or a dictionary from training samples. However, it is more im-
ization term or by a noise injection to input signals [4], [5]. Howeveportant to detect noise and to rectify discriminant function according to
asitis knOWn, distribution of feature vectors will Change according me noise for blurred image recognition_ Moreover, some of these meth-
noise that occurs irregularly and accidentally. Therefore, how to quaiits deal with multiple-valued images. However, thickness of character
tify noise and formulate the relationship between noise and discriffrages that are copied or transfered with facsimile is mostly binarized
inant function is extremely important. In this paper, by introducingy white or black, with no intermediate thickness. Therefore, these
the concept of level of noise, a new modification method of existingethods are not proper for this case.
discriminant functions is proposed, and a new discriminant function,
called Adaptive Mahalanobis distance, is presented. In the proposed I1l. DISCRIMINANT FUNCTION REFLECTING CHANGE IN
method, elements of feature vectors of an unknown input pattern are DISTRIBUTION
investigated whether they are with or without noise. Furthermore, diS'During an observation process, it is very difficult to avoid the oc-
tribution of feature vectors of each category is changed according to Hﬂﬁrence of noise. Some kinds of noise such as noise that occurs in
noise detected from the unknown input pattern. It can quantify Changl’ﬁ‘iracter images is neither uniform nor continuous, and it often only
in noisy unknown samples and dynamically rectify the original distryy 6515 on certain parts of an object. The features of an object are ex-
bution of categories according t.o the detected noise. pressed as a feature vector in most pattern recognition methods. As

Although the research of Chinese character and Japanese chargciggy|t, noise will only appear on some elements of a feature vector,
recognition has been continued [6], [7], [8] since Casey et al. openedyRereas the other elements will keep the essential values. In this case,
the field [9], methods for blurred character recognition still need to bge standard deviation of the elements with noise will become larger
developed. Compared to numerals and alphabet characters, the SHHF(Esponding to degree of noise.
ture of Chinese characters is quite complex, and there is a large amoufecause noise happens irregularly and accidentally, it is impossible
of structurally similar characters. Since Chinese characters have c@gake a complete dictionary that can include all kinds of noise. Even
plex structures, if the character images are copied or transfered With wiil pe possible, that dictionary might not be valid for clean im-
facsimile, blurring can make the appearances quite different from thges  The main purpose of this study is to quantify the relationship
originals, and certainly feature vectors that absolutely depend on fi&een noise and distribution of category and to rectify distribution

. orag o o - i dynamically according to degree of noise. To quantify the relationship
S Omachi and H. Aso are with Graduate School of Engineering, Tohoku University, Sendal-shi, 980-  hatyeen degree of noise and change in distribution, an appropriate way
8579 Japan, Exmal: {mach, ae0} @ecs onalw.acip is to calculate the ratio of standard deviation of elements tvitbgrees

F. Sun is with Faculty of Science and Technology, Tohoku Bunka Gakuen University, 6-45-16, Kunimi, ’ . X
Aoba-ku, Sendai-shi, 981-8551 Japan. E-mail: fan@ait.thgu.acjp. of noise to those of noiseless elements. The ratio can be denoted as
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(b)

Fig. 1. Change in distribution. (a) Original distribution, (b) Changed distribution.

. Obviously, the ratio of standard deviation takes the role of interme-Using the above equations, the covariance matrix of noisy samples
diation between noise and distribution of category. From this point dfis calculated as,

view, a new discriminant function that reflects the change in distribu-
tion can be proposed by considering the ratio of standard deviations. B 1
Here, the Mahalanobis distance and the Bayes classifier of multi-
variate normal distribution are considered. eand be the mean
vector and the: x n covariance matrix, respectively. The squared Ma- 1

halanobis distance from to x is defined as

& = (0 —p)'S (@ —p).

The squared Mahalanobis distance is abbreviated as the Mahalanobis
distance below. The discriminant function for the Bayes classifier with

equal prior probabilities of all categories is defined as

g=(x—p)'S (x—p)+log|T].

For simplicity, the case of two-dimensional normal distribution is
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Note thatKX = K*. In order to reflect the change in distribution, the
following discriminant functions that include the revision matfixis
proposed.

72 tah—1
discussed first. As shown in Fig. 1(a),ande- are the axes of the orig- & = (@-p)X (z-p)
inal coordinate. Leth, be the eigenvector that corresponds to the first = (K ' x—p)S YK Y x—-mp), (5)
principal component. Whelhdegrees of noise is addeddg-element
while ez-element is noiseless, it is observed that only the standard de- g = (- M)tiil(w — ) +log m

viation of e;-element becomes, times larger. Then the change in the

distribution can be illustrated as Fig. 1(b).

Let b(j) be the degree of noise added to tjte element ofn-
dimensional feature vectae. Suppose that the mean vector is no
changed and the standard deviatiorythf element otc becomes-,(;
times larger where, ;) is determined depending on the vah{g). For

noiseless elements, sgyr; ;) = 1.

Let z; be a noiseless sample, agg be a sample with noise (=
1,2,..., N). The observation on the change in deviation by noise may
be described as the following. Let = p + x;, andy, be the corre-
sponding noisy data such thet = p + . If the jth element ofy
is changed frome; asy;; = ry(;)x;;, then the standard deviatidy

151

of y;; is ry(;) times larger than that of;;. If a diagonal matrixi’ is

defined as
T’b<1) 0
Tb(2)

0 Tb(n)

which is calledrevision matrix, then,y’(= y, — u) can be written as

7

vy, = Kz,

= (K 'z —p)ST (K (- p)
+log|3| + 2log |K]|. (6)

ﬁere, x is a noisy observation. Egs. (5) and (6) are caketdptive
Mahalanobis distance and Adaptive Bayes classifier.

IV. APPLICATION TO BLURRED KANJI RECOGNITION

Although noisy Kaniji recognition is very necessary and important
a practical character recognition system, there have been few at-
tempts that give expressive performance. In this paper, a new discrim-
inant function for noisy pattern recognition is proposed. As one of
its practical applications, Eq.(5) is rectified to fit the characteristic of
character images. Recognition experiments are performed with blurred
machine-printed Kaniji images to confirm the effectiveness of the pro-
posed method.

The Directional Element Feature [16] is used as the feature vector
here. The effectiveness of this feature is shown with clean machine-
printed Kanji images [16]. It is calculated as follows. First, input
image is normalized t64 x 64 dots and thinned. Then it is divided
into 49 areas ofl6 x 16 dots where each area overlaps 8 dots of the
adjacent area. For each area, a four-dimensional vector is defined to
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represent the quantities of the four orientations: vertical, horizont&g. (12) that modifies the RMD by the addition of the revision ma-
and two oblique lines slanted &t45°. Thus the total vector for one trix K, is called Adaptive RMD. Similarly, Eq. (13) is called Adaptive

character has 19649 x 4) dimensions. SMD. Note that the computational cost of the Adaptive RMD{&:?),
o ) and it is much more expensive than that of the Adaptive SMD which is
A. Discriminant Function O(nm) for m < n.

According to the simulation results [17], [18], the Adaptive Maha-
lanobis distance is superior to the Adaptive Bayes classifier in the c&eDegree of Blur

that noise is terrible, i.e., the value &fj) is large. Therefore only the B.1. Definition. In order to quantify level of noise, the concept of

Mahalanobis distance IS _mvestlgated below. . egree of blur is introduced. Degree of blur is defined for each area of
In the case of recognizing character patterns, it is known that the Ma>

halanobis dist has disadvant One big disadvant . ch(iracter image, and it is calculated in the thinning process. Thin-
ba ano ”'S IS Sncef as |s|a Vig agzeg. 2nle _'|9 (;sa van a?h? IS ?ﬁ“ﬁ% s a repeating process of erasing a black pixel from boundaries of

Y smatl humber of samples [19], [20], [ ].' 10 decrease this Infitg oy pixels of a character image. By scanning neighbor pixels around
ence, many regularization methods of discriminant functions are pro

posed [4], [5]. One typical method is to add a regularization ter.to each black pixel, stroke width of a character image is finally erased
In order to examine this kind of method, Eq. (1) is modified as foIIowto one-pixel [26], [27]. Figs. 2(a) and 2(e) are examples of a normal-

Tzed blurred image and a clean image. The erasing process of these
a2 = (z—p)' (S + aI)*l(m — ). @) images are shown by Figs. 26b_2(d) ar_ld Figs. 2(?_)2(h), respectivel;_/.
In order to get a completely thinned image of Fig. 2(d), fourteen times

Here, I is an identity matrix andy is a small positive constant. In of repetitions are needed to erase pixels on boundaries, while Fig. 2(h)
the following experimentsee = 0.1. In this paper, Eq.(7) is called requires only four repetitions.
regularized Mahalanobis distance, or RMD. If the repetition times in the thinning process is limited to the num-

Another big problem of the Mahalanobis distance is the expensier that a clean image is completely thinned, obviously it will not be
computation cost, especially when it is used for Kanji recognition thahough for a blurred image. To decide the optimum number of times
uses usually very high dimensional feature vectors. To reduce the cdor-thinning a clean image, pre-experiments are carried out with 2,964
putation cost, various modifications of the Mahalanobis distance afi¢ferent clean Kanji imagésscanned at 400 dots per inch. The size of
proposed. Three typical methods are the Quasi-Mahalanobis distasaeh image i$28 x 128. For different numbers of repetition times, the
[22] (QMD), the Modified Mahalanobis distance [23] (MMD), and thenumber of completely thinned character images is counted. Two mainly
Simplified Mahalanobis distance [24] (SMD). The statistical propertiesed fontsMincho and Gothic, are examined here. The amounts and
of the SMD is most similar to the Mahalanobis distance among tipercentages of completely thinned character images are shown in Ta-
three functions, and its effectiveness has been shown [24] with ETL8R: |. The tendencies of two fonts are similar, and it has shown that
[25], which is the largest handwritten character database in Japan. over 96% of the character images are completely thinned after six times

In order to explain the SMD, Eq. (1) is rewritten as erased. Obviously, six times is not the optimum number for any font.
" The optimum number depends on font and complexity of characters.

P2 = Z i((m e ®) Fortunately, no matter what kind of font is used, for each kind of font,
Ai ‘ the maximum width of line segments that are used for constructing a

1=1 . " . .
‘ character is usually fixed. Therefore, calculating an optimum number

Here, )\; is theith eigenvalue ok sorted by descending order, aghg  of a certain kind of font is not a difficult task. In the above case, a Kanji
is the eigenvector that corresponds\to The SMD replaces;(: > m) image can be regarded as a blurred one if any line width is more than
in Eq. (8) with the mean valua,, of \; (i = m + 1,...,n), and itis one-pixel after being thinned six times.
written as Since noise in character images is neither uniform nor continuous, an
m n image usually includes both clean parts and blurred parts. It is thought
% = Z i((w — ') + 1 Z (x—p)'e,)? to be more feasible to examine blurred parts of image area by area.
- Ai Qm Pttt Here, for every one of the 49 areas, the number of black pixels that
m are not located at boundaries is counted, and the quantized value of
- Z i((w —w)ie,)’ + LHT' — % (9) [(Number of black pixely/A | is defined aslegree of blur. Since the
Bi Am largest number of black pixels in one arealisx 16 = 256 pixels,
in order to represent the degree as a single figure, in the experiments,
where M = 32. The value of degree of blur is either zero or a positive integer
> — Zﬁil A not greater than eight. Hence, the greater value of degree means the
Am = #, (10) blur in that area is more severe. Fig.3(a) shows the contour image
1 1 1 (pixels that are located at boundaries) of Fig. 2(c), and Fig. 3(b) gives
- = — = —. (11) the detected blurred region.
Bi i am
The revision matrixkK proposed in Section Ill can be introduced td3.2. Characteristics. If a character image has been damaged by pho-
many discriminant functions. In this paper, to investigate the effetgcopying or facsimile, the appearance of the image is often blurred.
tiveness of the revision matriX to noisy pattern recognitionk is Degree of blur is defined to describe the state of each area of an image.
introduced to RMD and SMD, and the expressions are expressed agn order to quantize the change in the feature distribution of a category,
it is necessary to investigate how much the standard deviation of each

i

i=1

dp = (K 'z—p)'(S+al) (K '(x—p), (12) element of feature vector changes according to the degree of blur. For
Y m RN this purpose, 2,965 kinds of Kanji of ten sizes (from 6 point to 22 point)
ds = Z E((w —n) K ¢;) are used to carry out a pre-experiment. Small font character images are
=1
1 1The number of Kanji that are included in the first class of Japanese Industrial Standard (JIS) is 2,965.

1K™ (@ — w1 (13)

Among these characters_*, which seems to have a special structure, is not used.
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Fig. 2. Thinning process of (A) blurred image and (B) clean image. (a) Normalized image, (b) 3 times erased, (c) 6 times erased, (d) completéd) thornedized image, (f) 1 time
erased, (g) 2 times erased, (h) completely thinned.

TABLE Il
RELATIONSHIP BETWEEN DEGREE OF BLUR AND RATIO OF STANDARD DEVIATIONS

C_J

Degree of blur| Ratio
h 0 10
1 5.0
2,3 8.3
4~6 10.0
(a) (b) 7 125
8 20.0
Fig. 3. Detection of Blur. (a) Contour image, (b) Detected blurred region.

TABLE|
THE NUMBER OF COMPLETELY THINNED CHARACTER IMAGES AT EACH NUMBER OF
TIMES OF THINNING.

where the set

Ji = {jlbi; = 0}, (16)
Number of Times Mincho Gothic and|J| is the number of elements in the sgt. Each valuer;; is
of Thinning normalized as
3 8 (0.3%) 0 (0.0%) e ah -k
4 946 (31.9%)| 605 (20.4%) Tig = — %
5 2346 (79.1%)| 2420 (81.6%) !
6 2869 (96.7%)| 2920 (98.5%) Thenr, (0 < b < 8) is determined as follows.
7 2961 (99.8%)| 2963 (99.9%) ,
8 2964 (100.0%)| 2964 (100.0%) NE if6=0
Ty = 1 ~k 2 . (17)
\/W Z(i,j,k)EDb (& —mp)?  otherwise,
damaged easily. All these sample patterns are scanned at 400dpi bya@re
optical image scanner and are transformed to feature vectors. o R
Letx be theith element of a feature vectoryﬂn sample pattern of Dy = {(“ 3y k)bi; = b} ’ (18)
categoryk andb be the degree of qurof . First, the mean value e — 1 Z P (19)
z¥ and the standard deviatierf are calculated from the areas whose b |Dy| v
degree of blur is zero. That s, (6.3, k)€ Dy

It means the ratio;, of standard deviation of the areas witlilegrees

= 14) oOf blur to the areas with zero degree of blur is calculated.
X Tkl sz7 ( ) . . .
|J \ jerk The results are summarized in Table Il. The value of the ratio of stan-
dard deviationr, increases as the valueof the degree of blur be-
k 1 r comes larger. This verifies that the distribution of the feature vectors
of = |=m - b2, (15)

is changed by blur, and the amount of change in distribution can be
jedf described by the degree of blur.
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Fig. 4. Data for experiments. (a) 8 point, copied with thin mode, (b) 6 point, copied with thick mode.

e
-

TABLE lll
EXPERIMENTAL RESULTS

Method Thin mode Thick mode
6pt 7pt 8pt 6pt 7pt 8pt
RMD 43% | 0.9% | 0.1% | 16.7% | 8.3% | 0.8%
Adaptive RMD | 3.4% | 0.7% | 0.1% | 8.5% | 4.2% | 0.7%
SMD 11.4% | 2.5% | 0.3% | 28.6% | 15.2% | 1.7%
Adaptive SMD | 7.2% | 1.5% | 0.3% | 12.8% | 5.5% | 1.0%

C. Experiments images, correct answers, and candidates selected by these two discrimi-
For the experiments. 2.965 kinds of Kanii that are commonl usg@nt functions are displayed in the table. Apparently, each combination
in Japan arepado ted ’ l\)lachine- finted siJn le font characterz of Pfanswer and candidate of the original SMD are quite similar, and the
! Jap optea. . P 9 - ﬁstinctive parts among these similar characters are exactly the blurred
sizes (from 6 point to 22 point) are prepared as training data. All theset Inth f col b the riaht part of the | .
sample patterns are scanned at 400 dots per inch by an optical image 1 (e case of column @), ecause the right part of the image 1S
. aI%an, the right parts of both candidates of the Adaptive SMD and the
scanner and are transformed to feature vectors. Test data includes té

sizes of printed characters (6, 7 and 8 points) photocopied with Mg\ﬁﬁ have the same structure. However, since the left part of the im-

. . . age is blurred, the SMD selects a similar but incorrect candidate. For
mechanically controlled modes (thin mode and thick mode). The ap? . . : .
L - e Adaptive SMD, the information of the blurred part, especially the
pearances of the copied images are very blurred, especially the on

S,. . ;
copied with thick mode. Examples of sample character images are éﬁj@twely clean area in the blurred part like the upper-left area of the

played in Fig. 4. In the figure, (a) shows 8 point characters copied with29¢: helped to achieve success in recoghition process.

thin mode, while (b) shows 6 point characters copied with thick mode.Our.experlments have tested only one font. However, if the daFa IS
- L a ‘multi-font document, the problem will be troublesome. How to find
The qualities of these sets are quite different.

N . - an optimum number of times of thinning for a multi-font document
tiveASSS/Ilschrrrclelnuasrzatguq?kt\fr\]/ZI;M@[f}inAdEaptz\i?S)ﬁg/l;iDv’eShfll'[r:ea?:v;z?oip-or characters with different structural complexities is an arduous task

- ; =a- T for improving our method. Moreover, there are some peculiarity of
matrix K based on the degree of blur in each area is estimated for e%ch . . .
S anji that should be concerned. For example, for some kinds of designs
individual unknown character.

E . | | h in Table Il Th of Kanji, such asMincho font, the width of vertical stroke is much
xpefrlFr{n,\(Aegta resu tS” (err;])r ra;]es) ?r;;DOV:'n in 1ablefll. The emokqer than the width of horizontal stroke. If blurring occurs between
rates o are smaller than that o - TOWEVer, computatlonﬁlbo vertical strokes, the noise will be easily detected by our method.

cost of the RMD is abqut forty times larger than that of the SMD. Ip, wever, if the space between two horizontal strokes is blurred, the
every case of our experiments, the error rates of the Adaptive RMD se is almost impossible to be found, since the width of the two joint
the Adaptive SMD are smaller (or has no _change) compared W'_th ttt?grizontal strokes may be smaller than the width of one vertical stroke.
results of the RMD and the SMD, respectively. Most of conventional

methods have focused on how to construct an optimum dictionary for V. CONCLUSIONS

noisy image recognition, the error rate unfortunately tends to increase if
recognition objects are clean. Here, in the experiments of recognizin ) o . .
the comparatively clean character images, such as 7 and 8 points co Fxpression _Of distribution qf feature vectors 'S the_ f'.r5t step O.f ac-
with thin mode, the ability of the Adaptive discriminant functions ar urate recognition. However, n the.casg that noise is included in an
as good as, or even better than the original ones which give fine dg}gge, the feature vector will be quite different from that of a clean
formance on clean character recognition. Furthermore, the recognition

results of the poor quality images, for instance, 6 and 7 points copied TABLE IV

with thick mode, reveal that the Adaptive discriminant functions CagkampLES OF IMAGES THAT ARE CORRECTLY RECOGNIZED BY THEADAPTIVE SMD.
decrease the error rates to about half compared to the original ones. All

of these results confirm that the proposed modification method can in-

or most statistical methods of pattern recognition, achieving the ex-

ously and effectively. _ all
Table IV shows some examples that are correctly recognized by the Candidate | -Adaptive SMD i [
Adaptive SMD, while they are missed by the original SMD. Original SMD i | f

spect the state of an unknown input image, and adapt the discriminant @ | (b) | (o)
functions. The experimental results show that the Adaptive discrimi- Image sl ma |
nant functions can deal with both clean and noisy patterns simultane- a i
Answer w | BB
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image. Since noise occurs irregularly and accidentally, it is difficult teo] T. Takeshita, F. Kimura, and Y. Miyake, “On the Estimation Error of Mahalanobis Distafies.

create a dictionary that can cope with all kinds of noise, regardless of 'ECE vol.J70-D, no.3, pp.567-573, March 1987 (in Japanese).
. k d f . t .. tt [21] M. Sakai, M. Yoneda, and H. Hase, “A New Robust Quadratic Discriminant Funcfvog. 14th
using numerous Kinds or noisy training paterns. Int'I Conf. Pattern Recognition (ICPR 98), pp.99-102, Aug. 1998.

In this paper, by analyzing the characteristics of noise, a new modifej M. Kurita, S. Tsuruoka, S. Yokoi, and Y. Miyake, “Handprinted “Kanji” and “Hiragana” character

cation of discriminant functions for recognizing noisy patterns has been recognition using weighting direction index histograms and quasi-Mahalanobis distéBtes
.. L. . . Technical Report, PRL82-79, pp.105-112, Jan. 1983 (in Japanese).
presented- Blurred KanJI recognltlon IS adopted to examine the usef[’é‘l.]' N. Kato, M. Abe, and Y. Nemoto, “A Handwritten Character Recognition System by Using Modified

ness of the proposed discriminant function in solving practical prob- Mmahalanobis DistanceTrans. IEICE, vol.J79-D, no.1, pp.45-52, Jan. 1996 (in Japanese).

lems. In order to quantify the relationship between noise and chari F: §un, S Omachi, and H Aso, “Precise Selection of Candidates for Handwritten Character Recog-
. . . . . - . nition Using Feature RegiondEICE Trans. Inf. & Syst., vol.E79-D, no.5, pp.510-515, May 1996.
in dIStrIbUtIOI’], the ratio of the standard deviation of the elements W'H%] T. Saito, H. Yamada, and K. Yamamoto, “On the Data Base ETL9 of Handprinted Characters in JIS

a certain degree of blur to noiseless elements is introduced. Then achinese Characters and its Analysisians. IEICE, vol.J68-D, no.4, pp.757-764, April 1985 (in

revision matrix is constructed using these ratios. By introducing the re- Japanese). . ) .
[26] H. Aso, “Thinning Algorithm Suitable for Parallel Processingrans. |EICE, vol.J76-D-Il, no.9,

vision matrix to the Mahalanobis distance, Adaptive Mahalanobis dis- 21482150, sept. 1993 (in Japanese).
tance has been proposed. Since the Adaptive Mahalanobis distaerec.J. Hilditch, “Linear Skeleton from Square Cupboards,” Mechine Intelligence 6, B.Meltzer &

. : . D.Michie, Eds., Univ.Press, Edinburgh, pp.403-420, 1969.
always considers the information from an unknown pattern' and C[%H S. Omachi, F. Sun, and H. Aso, “Precise Recognition of Blurred Chinese Characters by Considering

adapt corresponding to the condition of individual pattemS, itis a more Change in Distribution,Proc. The 10th Scandinavian Conference on Image Analysis (SCIA'97),
suitable discriminant function in coping with various quality patterns pp501-506, June 1997.
simultaneously. The effectiveness of this discriminant function is con-
firmed by the experimental results of blurred character recognition.
The proposed discriminant function can be used for other practical
noisy pattern recognition such as speech recognition and face recogni-
tion provided that a way can be found to calculate the revision matrix.
Also, the revision matrix can be easily incorporated into other discrim-
inant functions. To make our model effective for multi-font document
and other kinds of noise is the future work.
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