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Abstract– Fuzzy inference models can conduct
advanced inference using knowledge which is eas-
ily understood by humans. In this paper, we
propose a leaning fuzzy inference model. The
model can learn with experience data obtained
by trial-and-error of a task. The learning of the
model is executed after each trial of the task.
Hence, it is expected that the achievement rate
increases with repetition of the trials, and that
the model adapts to change of environment. We
confirm the performance of the model by expe-
riences and the validity of learning by investiga-
tion of the knowledge acquired by the learning.

I. Introduction

Over the past few decades, a considerable number
of studies have been conducted on the intelligence sys-
tem as typified by a robot. The systems are expected to
behave autonomously using their knowledge in an envi-
ronment.

In recent years, the concern with the system that
acquires knowledge by learning has been growing. In
such a research, the system acquires knowledge based
on interaction in the environment. If a designer eas-
ily interprets the knowledge which the system acquired,
he or she can make use of the information to design
the system, which facilitates the construction of a more
flexible system. Additionally if prior knowledge that
the designer has is fed to the system, the system can
learn more effectively using it as a bias. That is to say,
it brings many advantages that humans interpret the
knowledge of the system.

Fuzzy inference model can use knowledge which is
easily interpreted by humans. The model can conduct
advanced inference like humans and has been applied to
many intelligent systems. In the model, the knowledge
is described in if-then rule form. In this paper, we focus
on the learning fuzzy inference model.

Recent studies on learning fuzzy inference model can
be classified into three main groups according to learn-

ing method. In the first group, models learn by us-
ing supervised learning method[1]. This is an efficient
method when input-output training data (teacher data)
are available, but it is difficult to determine teacher data
in a changing environment. Moreover, it cannot learn
based on an evaluation value which means the success
or failure of a trial of a task; note that the evaluation is
not teacher data. In the second group, models learn by
using genetic algorithm[2, 3]. It is possible to learn with
the evaluation value, but the method requires much cal-
culation for learning. Therefore, it is difficult for the
model to adapt to environment changes.

In the third group, models learn by using reinforce-
ment learning (RL)[4, 5]. RL is on-line learning through
interactions with a dynamic environment and it is pos-
sible to learn based on an evaluation value (reward).
Many conventional models using RL learn the optimum
behavior by a searching the environment, but it requires
large number of trials-and-errors[4]. On the other hand,
there are some models to learn based on experiences[5].
The knowledge learned by these models is not always op-
timum, but the learning requires relatively small num-
ber of trials-and-errors. Several studies have been made
on the fuzzy inference model that learns based on ex-
periences, however, little attention has been given to
investigation into the knowledge acquired by learning.

In this study we propose a new fuzzy inference model
which learns based on experiences and investigate the
knowledge acquired by learning. In proposed model,
the learning executes after each end of a trial. Hence, it
is expected that an achievement rate of a task increases
with repetition of the trials. Many conventional mod-
els which learn based on experiences learn only from
either experience of success or failure, but the proposed
model can learn from both experiences. In the model,
the knowledge is described in if-then rule form and it
is easy to understand by humans. We confirm perfor-
mance of the model by using a robot navigation task
simulation. We investigate the knowledge acquired by
the learning.



Figure 1. Proposed model.

II. The Proposed Model

Fig.1 shows the structure of the proposed model.
The model consists of a fuzzy inference unit and a buffer.
The model tries to achieve a task by using own knowl-
edge. One trial is defined as a period from the start
of the task until the end. The model reasons and de-
cides actions several times during a trial(Fig.1(a)). In-
put/output (I/O) data of the fuzzy inference unit are
stored in the buffer during a trial, and are exploited
in learning mode with the evaluation value (Fig.1(b)).
Evaluation value E, which is an evaluation for the trial,
is fed to the model at the end of trial. The model up-
dates own knowledge by learning. As a result, the model
acquires the knowledge which is suitable for the environ-
ment. Regardless of the success or failure of the trial,
learning is executed sequentially at every trial.

A. Fuzzy inference unit

The unit has n fuzzy rules described in if-then form.
Rulei represents ith fuzzy rule is written as follows:

Rulei : if x1 is Ai1 · · · and xj is Aij and · · ·
· · · and xm is Aim then yi = bi

(i = 1, 2, · · · , n),(1)

where x1, x2, · · · , xm are input variables and yi is an
output variable. Ai1, Ai2, · · · , Aim are linguistic labels
which represente fuzzy sets and bi is a constant output
value. y∗ is a result of inference and calculated by:

µi =
∏m

j=1Aij(xj) (i = 1, 2, · · · , n), (2)

y∗ =
∑n

i=1 µiyi/
∑n

i=1 µi, (3)

where µi is a firing strength of the ith rule and Aij(xj)
is a membership function of xj shown as fig.2. In fig.2,
cij and σijk are center and width of the membership
function Aij(xj), respectively. The membership func-
tion used in the model has two different widths in the
left and right. k is an index to represent which width to
use. If cij ≥ xj, we set k = L, otherwise we set k = R.
I/O data (x1, x2, · · · , xm and y∗) of the fuzzy inference
unit are stored in the buffer during a trial and called
learning data.

Figure 2. Membership function.

B. Learning mode

In the learning mode, the model learns with the
learning data and the evaluation value (Fig.1(b)). Each
parameter of the membership function is updated by
learning.

The evaluation value E(−1 ≤ E ≤ 1) has positive
value when a trial succeeded. When a trial failed, E has
negative value. When E is positive, the model learns to
reinforce I/O relationships of the learning data, that is
success learning. When E is negative value, the model
learns the repulsive relationships, that is failure learn-
ing.

We will now discuss a problem which is caused by us-
ing the learning scheme. Generally, a tactic to achieve
a task is not only one. In the same task, inputs to
the same output are dispersed, because different tac-
tics choose the same output for different inputs. The
success learning occasionally becomes unstable by such
dispersion, because the rule which learns from the data
obtained by a tactic is influenced by the learning from
the data obtained by other tactic. It also has to be
considered that the learning becomes unstable in the
failure leaning. The cause of the instability is that all
of the learning data obtained by the failure trial is not
necessarily an improper relationship.

If a learning rate is very reduced, this problem in the
success learning can be avoided, however, that causes
decrease of the learning speed. In the failure leaning, the
schemes that use information about a time have been
proposed [5, 6]. In those schemes, the I/O data is stored
with the time stamp. The data which is observed in the
far past from the time when a task failed is considered
as correct data and used to learn. However, this scheme
depends on a task, because the inference just before the
failure is not necessarily causes of the failure in all task.
We cope with the problem in other scheme.

We will take a close look at a change of the fuzzy
rule. The rule represents the I/O relationships by an
if-part and a then-part. Each part is changed by the
learning. The if-part shows an input area which is ex-
pressed by the membership functions. The cause of the
instability in the success learning is that the changing
of the input area is sensitive to the dispersion of the
learning data. The cause of the instability in the fail-
ure learning is that the proper relationship represented



by the rule is changed for the worse by learning. We
expect that learning data which represents proper rela-
tionships exists near the center of input area. There-
fore, we propose the learning scheme which refers the
distance between the center of input area and learning
data. In the scheme, the learning data which is near the
center of input area exerts big influence on the learning,
in success learning. On the other hand, the data which
is apart from the center exerts a small influence. In fail-
ure learning, the learning data which is near the center
of input area exerts small influence. On the other hand,
the data which is apart from the input area exerts a big
influence. It is expected to prevent that the learning
becomes unstable by using the scheme.

The learning process is given below.

(1) A set of learning data (xl, yl) = (xl
1, x

l
2, · · · , xl

m, yl)
is picked from the buffer.

(2) µl
i which is the firing strength of ith rule for xl

is calculated from eq.(2) and is is defined as is =
augmaxiµ

l
i.

(3) cisj and bis are updated as follows:

cnew
isj = cold

isj + αEAisj(xl
j)(x

l
j − cold

isj ) if E ≥ 0
(j = 1, 2, · · · , m), (4)

bnew
is

= bold
is

+ βµl
is

E(yl − bold
is

) if E ≥ 0, (5)

where α and β are learning rates. In the eq.(4),
Aisj(xl

j), which is a membership function, indicates
the influence of the distance between the center of in-
put area and the learning data. Consequently, as the
distance becomes small, the influence on the learning
grows.

(4) The width is updated as follows:

σnew
ijp =

⎧⎪⎪⎨
⎪⎪⎩

σold
ijp − γ1EAisj(xl

j)µ
l
i if E ≥ 0,

σold
ijp − γ2E(1 − Aisj(xl

j))(1 − Aij(xl
j))

if E < 0,

(i = 1, 2, . . . , n, j = 1, 2, . . . , m), (6)

where γ1, γ2 are learning rates. A parameter p rep-
resents which width of left-right is updated and it is
shown in the following:

p =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

L if cisj < xl
j ≤ cij & i �= is

or xl
j ≤ cij ≤ cisj & i �= is,

R if cij ≤ xl
j ≤ cisj & i �= is

or cisj ≤ cij ≤ xl
j & i �= is,

φ otherwise,

(7)

if p = φ, neither width is updated. The width of
the rule except for the isth rule is decreased cor-
responding to µl

i, when E has positive value. On
the whole, the firing strength µl

is
is increased in the

Figure 3. (a) Mobile robot. (b) Input variables.

success learning. When E has negative value, the
width of the rule except for the isth rule is increased
by eq.(6). On the whole, the firing strength µl

is

is decreased in the failure learning. In the eq.(6),
Aisj(xl

j), 1 − Aisj(xl
j) and 1 − Aij(xl

j) indicate the
influence of the distance.

If the above operation is completed, the data used for
the learning is deleted from the buffer, and the proce-
dure (1) - (4) is repeated. The learning mode is finished
when there is no data in the buffer.

III. Experimental Results and Discussion

We carry out a mobile robot simulation[3], and we
confirm the performance of the model and the validity
of the learning by investigation of the knowledge ac-
quired by the learning. The robot navigation task aims
at moving of a mobile robot from start to goal with-
out any collisions with a wall. Fig.3(a) shows the top
view of the robot. A diameter of the robot is 20cm.
The robot has a sensor which can detect an obstacle.
The sensing area is ±30 degree to the traveling direc-
tion and maximum depth of the sensing area is 200cm.
The robot moves based on the information which is ob-
served from the environment. If there is an obstacle in
the area, the model executes the inference and decides
the traveling direction. When there is no obstacle in the
area, the robot goes straight without the inference. One
step is defined as that the robot moves by an observa-
tion. The robot moves forward L[cm] every step during
the trial. Fig.3(b) shows input variables, x1 is the angle
formed by the nearest detected wall and the traveling
direction. The x2 is the shortest distance between the
robot and the detected wall. The fuzzy inference unit
infers a steering angle from the input variables and puts
out it. The maximum steering angle is ± 10 degree. In
the fuzzy inference unit, each input variable and output
value are normalized.

The experiment is carried out by using the course as
shown in fig.4(a). The robot moves to the goal from the
start by repeating the inference. One trial is defined as
that the robot reaches the goal or collides with the wall
after started. In fig.4(a), a broken line represents the
range of start positions of the robot. The start position
is decided at random within the range at every trial. E
is fed to the model at the end of every trial. When the



Figure 4: (a) Course of robot navigation. (b) Member-
ship function.

robot reaches the goal, we set E = 1. When the robot
collides with the wall, we set E = −1. We confirm the
performance of learning by using the same navigation
task without learning (test task). In the experiment,
whenever the learning mode finished, the trial of the
test task is executed 100 times. When the trial of the
test task finished, the robot starts a new trial in learning
mode. The achievement rate of the test task is expected
to increase as learning time increases.

In the experiment, parameters are α = 0.004, β =
0.0001, γ1 = 110, γ2 = 0.004 and L = 10. We give two
simple rules as a prior knowledge to the model. When
there is the nearest wall in the left of the robot (x1 <
0.5), the robot turns the steering wheel to the right by
the rule1. When there is the nearest wall in the right of
the robot (x1 > 0.5), the robot turns the steering wheel
to the left by the rule2. Fig.4(b) shows the membership
functions of x1 of each rule which are given as the prior
knowledge. In both rules, same membership function
was given for x2. The center and of the membership
function of x2 are 0.75, respectively.

Fig.5(a) is the result of the experiment, and indicates
the relation between the number of trials and average of
achievement rates. A solid line indicates the case using
the proposed learning method, and broken line indicates
the case using the learning method without considering
the distance between the input area and the learning
data. In the learning method without considering the
distance, we used the learning laws eq.(4) and (6) where
Aisj(xl

j), 1−Aisj(xl
j) and 1−Aij(xl

j) are replaced with
1. In the case using proposed learning method, achieve-
ment rate is increased stably to 95.5% from 74%, and
kept. In the other case, achievement rate is unstable
as shown by the error bar which represents dispersion.
It was found from the result that the model can stably
learn by using the proposed learning method.

The acquired knowledge is investigated by observing
the membership function in after 60th trial (fig.5(b)).
We investigate the change of membership function of
x1. In fig.5(b), before the learning (t = 0), the point of
intersection of each membership function is 0.5. After
60th trial (t = 60), the point changes to 0.39. Therefore,

Figure 5: (a)Achievement rates. (b)Membership func-
tion.

even if x1 is a little smaller than 0.5, the firing strength
of rule 2 is higher than rule1, and consequently the robot
steers to the left. As a result, the knowledge that tends
to turn to the left was acquired by repetition of the trial
and the learning.

In this experiment, we also confirmed that the achieve-
ment rate is raised to 1.76% of average by the failure
learning at a time.

IV. Conclusion

In this paper, we propose the fuzzy inference model
that learns based on experiences and investigate the
knowledge acquired by the learning. The model can
learn from both experiences of success and failure. In
the model, the knowledge is described in if-then rule
form and it is easy to interpret by humans. We con-
firmed performance of the model by using the robot
navigation task simulation, and investigated the knowl-
edge acquired by the learning. A further direction of
this study will be that we adapt the model to an envi-
ronment which changes.
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